Collaboration Problems

Welcome back to Introduction to International Relations. This lecture is about collaboration problems, our second explanation for why states don't cooperate more.

On the first slide, as always, I lay out the goals for this lecture. First, I’ll provide a general understanding of collaboration problems using a game-theoretic model that's a little more straightforward than the one we discussed in the previous lecture. Second, I’ll discuss two real world examples of collaboration problems preventing states from cooperating, as I did last time.

On the second slide, you'll find a model of collaboration that, like the model of coordination in the previous lecture, is meant to be easier for you all to relate to than a model of exchange rate politics, or whatever. Though, as I'll argue at the end of the lecture, the decision of whether to adopt a fixed versus a floating exchange rate is in many ways analogous to the decision of whether to clean your dorm or your flat. Incidentally, this is the last time I'll explain things using situations you might encounter in everyday life. As I said last time, I'm trying to ease you into things. For now. But pretty soon, I'm going to expect you to keep up even if the models deal with states in the international system rather than students at uni.

So we have here a simple, normal-form game. Two players, two options, same as usual. Here, the decision is whether to clean a common living space or not. As you can see, if neither player cleans, they both receive zero utility. If at least one of them cleans, though, they both receive some benefit, beta. But no one likes cleaning. It takes time away from playing video games or watching Netflix, or whatever. So when they share the burden, I subtract c – which, as you might guess, is short for cost – from that beta, and when one player does all the cleaning, I subtract two c. Of course, assuming that it's literally twice as bad to have to clean by yourself is a simplification. As is the assumption that they pay the same cost if they both clean, and attach equal value to the benefit of living in a clean space. We could add all sorts of complications if we really wanted to. But that wouldn't really do much for us. So, stylized as it might be, let's just go with it.
The setup's pretty straightforward this time around. No one likes living in filth, but no one likes cleaning either. (Well, some people do, but they're weird. Nah, I'm kidding – they're wonderful. But they're also rare.) The best outcome, then, is for the other player to clean while you yourself do not. That brings you all the benefits without any of the costs. It's not clear what the worst outcome is, however, because depending on the size of c, cleaning the place by yourself might be worse than it not getting cleaned at all. And though I'm talking about students who live together tidying up, it should be obvious to you that there are lots of situations with this same basic structure – where everyone agrees it would be nice if something got done, but no one wants to be the one to take the time to do it.
Before we talk about equilibria, let me acknowledge that assigning payoffs to the players the way I have assumes that all they care about is how clean their living space is and whether they have to get off their butts to do it. Of course, in real life, people care about more than that. Like getting along with those they're forced to, or perhaps have chosen to, live with. That is, the story might very well change if we take future interactions, and how they're likely to depend on current ones, into account. There are elegant ways of doing that – of identifying equilibria when a single game is played again and again, an infinite number of times – but that's beyond the scope of this module. A cruder way of accounting for the same concept would be introducing a different type of cost – the cost of being a jerk and giving people a reason to treat you poorly in the future. I could have, in other words, subtracted some amount of utility from any player who chooses “don't” when the other player chooses “clean”. But while I think many of us do worry about that in our daily lives, it's unclear how prominent such considerations are in the minds of world leaders. Going back to the lecture on theories of IR, constructivists would say they matter a lot, whereas realists would say they don't matter at all. I'm not going to say either one is right. For now, I'll just say that this lecture clarifies what we would expect to happen if the truth is closer to the realist vision, and offers some examples at the end that are line with those expectations. That doesn't mean we can always assume away norms, or that there aren't examples of states behaving more cooperatively than we might otherwise expect precisely because they care what the world thinks of them, but we're going to leave that aside for now and come back to it later.
Given our assumption that these two students don't really care if anyone thinks they're a jerk, what do we expect them to do in equilibrium? 
Well, it actually depends on how lazy we think they are. That is, even though the model doesn't penalize them directly for being uncooperative, it allows for the possibility that they don't see tidying up as that big a deal. More formally, if c is less than half the size of beta, such that two times c is not bigger than beta, then both of the outcomes where one player cleans and the other does not can occur in equilibrium. For example, suppose beta was 2 and c was 0.8. And suppose we want to know whether it's possible for player 1 to choose clean while player 2 chooses not to. The answer is yes. In that case, player 1 would get  0.4 utility and player 2 would get a payoff of 2. That's not fair, and player 1 might resent player 2, but the only other thing player 1 can do (in this simplified model) is choose not to clean either, which would give them a payoff of zero. So they're not going to do that. And player 2, given our assumptions about how little anyone cares about being seen as a jerk, isn't going to change their behavior either, because if they did decide to help player 1, their payoff would drop from 2 to 1.2.
But suppose they really don't like cleaning. Imagine c was 1.5. In that case, it's still clear that both players would be happier if they cooperated than if neither gets off their butt and, as a result, the place gets to be a mess. Clean, clean would bring each player a payoff of 0.5, while don't, don't would bring a payoff of 0. But, tragically, the latter is what we'd expect to happen. It's the only equilibrium.
Why is that? Because the way we solve these games, the way people often behave in real life, is to ask whether either player can get more of what they want by changing the one and only thing they can change – their individual behavior. Given our assumptions about what these two students care about – and what they don't – they'd be better off if they both cleaned, yes, but if we somehow started off in the cell where that happens, both players would want to deviate. Player 1 can go from a payoff of 0.5 all the way up to a 2 if they move to the bottom row. Similarly, player 2 could go up to a 2 by switching columns. I'm not saying they can both do that at the same time – they obviously can't. What I'm saying is that the cooperative outcome of clean, clean isn't stable because both players have an incentive to try to take advantage of the other by promising that they'll help and then never doing so. In contrast, if we start out in the bottom right, with no one cleaning and the place becoming a mess, even starting to smell, neither player can get a better payoff by changing their individual behavior. Currently, they're both getting a zero. If one of them decides to clean, that person will be stuck with a payoff of negative 1. (They get the benefit of that horrible smell going away, which we've arbitrarily decided is worth two utility, but they dislike cleaning so much that we subtract two times c from their payoff, and with c being set to 1.5 here, that means we're subtracting three from two, which leaves us with negative one.)
In other words, the model tells us that even when everyone agrees that everyone would be better off if everyone cooperated, if the only way to get there is for everyone to voluntarily pay some cost – either because they have to exert some amount of effort, or because they have to give something up – we don't always expect cooperation to occur. That's not because the cost is so high that it wouldn't be worth it even if they got the benefit – in the example I just talked you through, c was smaller than beta, and so if they shared the task of cleaning up, they'd gain utility – it's because everyone has an incentive to deviate and let others do the hard work for them. But when everyone has that same incentive, the work doesn't get done.
That's a really depressing result. One I've found some students have a hard time believing is relevant to the real world. Surely people aren't that selfish, right? Well, we'll talk about other examples as the module unfolds. Lots more. But let me just offer two of them, briefly, before wrapping this lecture up.
The first is exchange rates. In the lecture about foregone benefits, I explained how fixed exchange rates promote economic cooperation by reducing uncertainty, and how as a result every state would be better off if all states adopted a fixed exchange rate. I also mentioned that the downside to fixed exchange rates is they require states to either implement capital controls or give up the ability to manipulate inflation through monetary policy. I also mentioned that, at present, most states in the world have floating exchange rates. Collaboration problems offer one explanation as to why. States really value having control over their monetary policy (we'll talk more about why later). This is a case where it really does make more sense to assume c is something like 1.5 than 0.8. 

That is, even if everyone understood that trade would flourish if the world's governments all adopted the gold standard, and if someone waved a magic wand to get us there, they'd all want to go back to floating exchange rates immediately. They wouldn't want other states to go back, any more than people want their roommates to refuse to clean, but they themselves would go back. 
You might be wondering, then, why anyone ever adopted fixed exchange rates. As I mentioned in the lecture on foregone benefits, there have been periods of history where the gold standard, or something like it, prevailed. I'll talk more about that in the lecture on systemic forces. For  now, just note that floating exchange rates are the norm, and that's because of a collaboration problem. States tend be very reluctant to give up control of their monetary policy. Collaboration problems in general, and this one in particular, can be overcome, and I am going to talk about that in future lectures, but that's no easy task, the way it kind of is with regard to coordination problems. So if you want to understand why the world is the way it is, you've got to come to grips with collaboration problems. I might even go so far as to say this is the single most important concept I learned as a student. It really changed the way I see the world. Once I understood and accepted the argument, I started seeing it at work everywhere I looked. Seriously. If you wrote down a list of ten things you think are wrong with the world, I'd bet that collaboration problems account for at least seven of them.
I'll give you one more example before concluding. The world would be a lot wealthier – and safer – if all governments agreed to complete disarmament. I don't just mean nuclear weapons, though you could tell a less ambitious story that focused just on them. I mean everything. If every state agreed to limit defense spending to zero, and was willing to incur the cost of destroying all existing weapons and military equipment, there'd be no more wars between states (maybe none within them either, if there were literally no weapons to fight them with). Yes, a lot of people would lose their jobs, and so maybe we'd want the transition to be gradual, but every attempt to show that defense spending stimulates economic growth has either failed or attracted significant criticisms. There are those who dispute the famous tradeoff between guns and butter, I must admit, but they're a distinct minority. Most economists will tell you that the preponderance of evidence supports the claim that defense spending is a drain on the economy. A necessary drain, given that we live in a dangerous world! I don't want anyone to think I'm saying it would be a good idea to unilaterally disarm. I don't. In fact, I think it would be disastrous for most states. But that's exactly my point. This is the mother of all collaboration problems. If everyone disarmed but you, you'd be able to push everyone around. I wouldn't go so far as to say you'd always get what you want, because there are limits to what can be achieved through coercive diplomacy, but you'd definitely be at an advantage. And if you disarmed while everyone else did not, you'd be in big trouble. Everyone could push you around. And states know this. That's why every attempt at global disarmament – and there've been a few – has failed miserably. But make no mistake, the world would be a lot more peaceful and a lot more prosperous if one ever succeeded. The reason those movements fail isn't that they're wrong to believe there'd be big benefits to everyone disarming. It's that they're wrong to think governments will do so once you tell them about these benefits. They fail to take individual incentives into account.
I'll talk more about arms races, and nuclear weapons, in future lectures. The point for now is that, much as we might lament it, collaboration problems are a big, big deal. Many of us intuitively rebel against them. There's a voice inside our heads that insists that everyone would be so much better off if they'd just cooperate, as if that's actually an argument in favor of expecting them to do so. But the evidence is all around us. We just choose not to see it. Though, hopefully, some of you now will.
