Information Problems

Welcome back to Introduction to International Relations. This lecture is about information problems, which will provide our second (and more widely applicable) explanation for war. 

On the first slide, as always, I lay out the goals for this lecture. First, I'm going to use a game-theoretic model to prove that war can occur when states try to get away with things that they could possibly get away with, if they're lucky, but aren't able to in that particular instance. Which doesn't mean we're talking about suboptimal behavior. A lot of people assume that if a gamble didn't pay off, and the consequences of that were fairly bad, then it was stupid of the person to roll the dice. But that's not a valid conclusion. When I say that war can occur as a result of a failed bet, I'm not saying that these wars could have been avoided if the actors had just been a little smarter or more sensible. Nor am I saying that we could make the world more peaceful if we could just convince leaders that they're going about things all wrong. Because I'm not at all sure that they are. What I'm saying is that if you want to understand why war occurs, you need to consider the possibility that in a world filled with uncertainty, it often makes sense for states to try and get away with things they know there's some chance they won't get away with. And if they're constantly testing one another's boundaries this way, which they've every reason to do, then every once in a while they're going to cross a line and blood will be shed. That's tragic, but there's not necessarily anything we can do about it, short of global disarmament or some other fundamental change to the international system that's utterly unattainable.

Do I know that states behave optimally in the real world? Of course not. The point is, I'm going to prove to you that even if they did make perfect decisions, given the information available to them, they'd still sometimes end up fighting wars they don't really want to fight. Wars that don't turn out too well for them. Whether decisions in the real world are driven by pathologies and cognitive errors and personality defects, I'll leave up to you to decide. But if nothing else, you need to be aware that you cannot conclude that they are simply because wars have occurred that seem like they shouldn't have. And you should also be aware that some of history's biggest villains, ruthless dictators who we're perhaps too comfortable calling warmongers, have said things that strongly imply that they were thinking about things the way they're assumed to in the model we're going to discuss. But we'll get there. The second goal of this lecture is to convince you that wars in the real world have occurred as a result of information problems, and the perfectly reasonable risk-taking such problems induce. As I did with commitment problems, I'll do that both through historical examples and statistical analysis.
The second slide describes the differences between the model I'll use to develop this argument, a Model of Bargaining While Facing Uncertainty, and the simple Model of Crisis Bargaining I presented in the lecture on avoidable costs of conflict. Nearly everything is the same as in that model. We don't need to bother with different stages, or the possibility of attacking outright, the way we did when discussing commitment problems. The only difference is that we're now specifying what determines the outcome of the war, should there actually be one, and assuming that the challenger is uncertain about one of those factors. We've just got two states, a challenger and a defender, and we're still assuming that C gets to choose the terms if things end peacefully, while D gets to decide whether they will. And so on.

To get into specifics, I assume that w – how close the challenger is going to get to their most preferred outcome as a result of fighting a war – depends on the military capabilities of each side, as well as their martial effectiveness. 
By capabilities, I mean things like the amount of tanks and bombs and planes and soldiers and aircraft carriers each side has. The resources a military has at its disposal. We're going to assume that's observable, and we're going to refer to that with a lower case m. (Just like the scores I sometimes use in statistical analysis – that's no coincidence; those are meant to measure exactly this.) 
It's only for simplicity that I assume m-C and m-D – the military capabilities of the challenger and defender, respectively – are fully observable. In reality, states sometimes build up their military in secret. Or leave equipment that's not actually functioning out in the open for their rivals to take pictures of using satellites, so that they might think you're stronger than you really are. (The Soviet Union was fond of doing that.) And just because you know how much stuff they've got overall doesn't mean you know how much of that they'd be willing to bring to bear in any particular conflict, which is not a trivial issue. But we're going to keep things simple and assume that there's no uncertainty over m, because if we made things more realistic and allowed for that possibility, none of our substantive conclusions would change, but the math would get a whole lot uglier. And no one wants that.

Martial effectiveness, represented with lower case e's – e-C for the challenger and e-D for the defender – refers to how good a state is at the actual conduct of war. How effectively it makes use of its military capabilities. Things like the quality of the leadership exercised by the officers, the appropriateness of their strategies and tactics, how much initiative is shown by the infantry, the morale of just about everyone, and so on.  These are things that you can't take pictures of with satellites. So even if we're willing to assume that everyone is really good at gathering intelligence – at doing what they can to know the knowable, in other words – it still makes sense to assume that there's at least some uncertainty about this side of things. And we could let both players be uncertain about the other's e term, but it turns out there's no need. We don't actually learn anything more by doing that. So to keep things simple, we're just going to have uncertainty over e-D.
To recap, we've got two basic factors: military capabilities and martial effectiveness. The former is represented by a lower case m, the latter a lower case e. We're assuming that everyone knows the size of m-C, m-D, and e-C, but only D knows the precise size of e-D. C only knows the two possibilities and how likely each of them is to occur – as always, D is blue with probability phi and red with probability one minus phi. And it's the blue type that C hopes they're facing, which also is nothing you haven't seen before. In this case, the reason C is hoping to face the blue type is that they're less martially effective. (Which is good news for the challenger. If you skip down to the last bullet point, you'll see that w is equal to w-overline, but e-D equal to e-D-underline, when the defender is the blue type. That may be confusing if you forget to translate back from symbolic representations to ordinary English. What I'm saying is that there's two types of defender, one of which isn't as good at fighting wars, and when the challenger is lucky enough to be up against that one, they're going to get more of what they want. Stated that way, it should make sense to you. I hope.)
Okay, let's back up a bit and talk about the exact specification of w you see there on the second bullet point. In this model, w is assumed to equal to e-C times m-C over e-C times m-C plus e-D times m-D. That means we're assuming that C's share of destructive potential – the ability to blow stuff up – is going to dictate the outcome of the war. You can think of the product of an e term and an m term as a given state's ability to blow stuff up. So if e-C times m-C was 7 and e-D times m-D was 14, both measured on an arbitrary scale – then w would be one-third, and the outcome of the war would be closer to the status quo, which D is happy with, than C's most preferred outcome. If e-C times m-C was 10 and e-D times m-D was 5, then w would be two-thirds, and the outcome would be closer to the one C most prefers. And so on.

This specification ensures that w will always be a number between 0 and 1, which it should be because we've defined w as a proportion of what C wants. It also ensures that effectiveness means nothing without capabilities, and vice versa. If you've got one really brave soldier facing an army of several hundred thousand, that dude's gonna lose. Sorry, Sylvester Stallone. And all terrible action moves ever. Similarly, having lots of tanks and bombs and planes won't do much for you if no one knows how to use those shiny toys. (To get more technical about this than most of you probably care to: if we modeled the effects of e and m additively, we'd be assuming that the benefit you gain from building another tank is independent of how effectively your fighting force makes use of their capabilities. Which would make no sense. So we multiply them together instead.) Finally, note that the way I've set things up ensures that w increases as either e-C or m-C increases, and decreases as either e-D or m-D increases. That should make sense to you. Remember, w does not simply mean “war” but specifically tells us how close the outcome of war is going to be to the one that C most prefers. So the better able C is to blow stuff up, the better the outcome is going to be for C. And the better able D is to blow stuff up, the worse the outcome is going to be for C. 

When you first looked at that fraction, you might have asked yourself why things need to be so complicated, but this setup is actually the simplest way to make sure that w behaves the way we want it to behave – that it increases when it should increase, decreases when it should decrease, and doesn't take on nonsense values.
So, again, everything's the same as it was in the first model I used to talk about war, except that the challenger doesn't know exactly how good the defender is at fighting wars. They know how many tanks and bombs and planes the defender has, but not how brave their soldiers are, or whether their generals are master strategists. Even there, they can make an educated guess, but they can't know for sure what to expect.  They might be up against the blue type, who's not as good at the conduct of war, in which case they'll do better on the battlefield (should it come to that). But they might also be up against the red type, who's more martially effective, in which case fighting a war won't get the challenger as much of what they want.
That's everything you need to know in terms of the setup. As ever, you'll have an easier time understanding the rest of the lecture of you keep track of the notation. And you should expect to see quite a few questions on the second take-home test about this lecture, some of which deal with the model's notation. Therefore, I strongly suggest you make yourself a table with every version of every symbol I've used so far, and then add the others as I introduce them.

Ready?

Okay, as always, we start at the end then work our way backwards. Meaning, the first thing we need to do is figure out when D will accept or reject C's terms. But note that we need to do this separately for each type of D. The general reasoning is the same in either case – they let C have x if doing so means giving up no more than they'd feel as though they did anyway if they fight a war; and, generically, D still feels as though they lose w plus c-D when they fight. (What they actually give up, plus a little more because people are going to die and wars cost money.) But the specific version of w that goes into that depends on whether D is red or blue.

If the defender happens to be the blue type, they will accept so long as x is less than or equal to x-overline, where x-overline is defined as w-overline plus c-D. And if the defender happens to be the red type, they will accept so long as x is less than or equal to x-underline, which is defined as w-underline plus c-D. Note that x-underline is strictly less than x-overline, because w-underline is strictly less than w-overline. In other words, the largest demand acceptable to D when D is relatively good at the conduct of war is smaller than the largest demand acceptable to D when D is not as good at fighting wars. Which makes sense, doesn't it?

Given all of that, the challenger can readily infer that choosing an x that's less than or equal to x-underline – which, again, is the largest demand that D finds acceptable when red – guarantees acceptance. They don't know for sure whether they're dealing with the red type or the blue type, but in this case, that doesn't matter. If the red type is known to be willing to go war if the challenger grabs more than 40% of the territory (but only if the challenger grabs more than 40% of the territory), while the blue type fights if and only if the challenger grabs more than 70% of the territory, well, then grabbing 20% of the territory obviously isn't going to provoke a war. So D accepts with probability 1 (with certainty, in other words) when C chooses any x up to and including x-underline. Now let's go to the other extreme. If C chooses an x greater than x-overline, meaning they've gone farther than even the blue type will tolerate, there's sure to be a war. They don't need to know who they're dealing with to know their unacceptable demands won't be accepted. And when x is greater than x-overline, it really is unacceptable. What about in the middle? What happens when C chooses some x that's greater than x-underline, but not greater than x-overline? There, the probability that D accepts is phi. 

Why is that?

I'll give you a chance to answer that question on your own. You might want to pause here and think about it for a minute. If you can answer this question, you're doing great. If not, you're really not getting as much out of this as you should be.

Okay, so why is the probability that D accepts phi when C sets x greater than x-underline but less than or equal to x-overline? Because that means that C has issued an ultimatum that is unacceptable to the red type but acceptable to the blue type, so the probability that it will be accepted is the probability that C is facing the blue type. And that probability, by definition, is phi. This might be confusing if you're letting yourself get lost in the notation, but if you translate everything back to English, it's actually really intuitive. You really should be in the habit of doing that by now. If you're not, it's never too late to start.

The figure at the bottom of the slide doesn't really say anything new. It just gives you a visual representation of what I've already said, which I figure some of you might find useful. It's pretty self-explanatory, though, so I'm not going to talk through it.

Now that we've established what D would do in response to any given x, it's time to talk about what C will choose to set x equal to. Unfortunately, that's a little more involved than it was in previous models. In the past, there was only one real question to ask: does C go for the largest amount that they know is acceptable, or do they provoke a war? But the whole point of this lecture is to explore what happens when C doesn't know for sure what's acceptable. We've got two special values of x to worry about here – x-underline and x-overline – and it might make sense to ask for either one of them. Though, thankfully, we can rule out every other possibility.

Let's do just that.

First of all, C would never set x equal to a value that's strictly less than x-underline. If C isn't sure whether D is willing to give them 40% of what they want or 70, well, it doesn't make much sense to ask for 10%. That would just be silly.

C also never chooses an x that's strictly greater than x-overline. Doing that will always, always provoke a war. And war is inefficient. C might be willing to risk war in hopes of getting greater concessions – that's the basic story here – but they'd never make a demand that they know for a fact even the blue type will reject. Because if nothing else, asking for concessions that the blue type (and only the blue type) would grant guarantees that, at least some of the time, the challenger gets more of what they want. That is, whether C asks for precisely x-overline or something more than that, they're going to end up fighting a war if D turns out to be the red type. But if they're not, if they're blue, C is better off having them give up x-overline peacefully than having to fight. 
Finally, C never chooses a value of x that is strictly in between x-underline and x-overline. Why? Because if C is going to pick a demand that is sure to piss off the red type, they might as well get as much as they can out of the blue type. They don't reduce the risk of war by stopping short of x-overline. 

So we've just eliminated from consideration every possible value of x except for x-underline and x-overline. In principle, C has an infinite number of options. But almost every single one of them is a bad idea. So all we really need to know is which one of the two critical values of x the challenger is going to go with.

And the answer is: it depends. Shocking, I know.

On the fourth slide, I tell you what it depends on. The problem is that there's an upside and a downside to each. When C chooses x-underline, the good news is that the probability of war is zero. This is, after all, the largest demand that is acceptable to the red type, which pretty obviously means it is acceptable to the red type. And if the red type is willing to accept, the blue type certainly is. But the bad news is that, if  C plays it safe by asking for the smaller amount of concessions, they'll always have to wonder whether they could have gotten more. Because it's possible that they could have gotten D to give them x-overline instead, which is better from their perspective.

On the other hand, when C chooses x-overline, the good news is that if the defender accepts, C will have gotten the best achievable outcome. Not their most preferred, but the best that was ever realistically in the cards. The bad news is that C has to risk war to have any hopes of getting it. If they're up against the blue type, asking for x-overline is the best thing for them to do. But if they're up against the red type, they'd be better off asking for x-underline instead. The problem, of course, is that they don't know which type they're up against. 
So when does C prefer to play it safe by asking for x-underline? Well, when they expect to be better off, on average, by doing so. That is, when getting x-underline for sure is better than getting x-overline with probability phi and fighting a war against the red type with probability one minus phi. And after some algebraic manipulation that I'm going to spare you, we find that it's better to ask for x-underline if and only if phi is less than or equal to phi-hat. That is, there's some probability of D being the blue type for which it doesn't really matter what C does. They expect to do just as well either way. In those cases, to avoid having a trivial explanation for war, we assume they default to the safer option. But once they become even a little bit more confident that they're facing the blue type, they roll the dice. They make a demand that they know could lead them down the path to war, but which also gives them a shot at getting the best achievable outcome. And when phi is greater than phi-hat, that's a gamble they're willing to take. 

So if phi-hat were 0.34, for example, and phi were 0.35, then C would be pretty sure that they won't get away with grabbing x-overline, but they'd be so happy if they did get away with it, that they really have to try. Odds are, they're about to start a war. But that doesn't mean they're making a mistake, given what they know (or don't).

Okay, so now we've got another explanation for war. When C doesn't know whether they can get away with grabbing x-overline, they'll sometimes go for it and hope for the best. And when they do, sometimes they'll get lucky. But sometimes they won't. That's neat and all, but it doesn't really tell us a whole lot by itself. As I've said in previous lectures, what we'd really like is an explanation for war that not only predicts peace most of the time while sometimes predicting war, but tells us which cases are most likely to end up in war and which are not. 
So what does this model say about that?

Well, C is more likely to risk war – which, again, doesn't necessarily mean war will occur; though of course it's not going to if they don't even risk it – as phi increases or as phi-hat decreases. It's important to realize that both of those matter. If your intuition tells you that C is unlikely to risk war if they don't expect their gamble to pay off, you're mistaken. But there's a kernel of truth there, because we do expect C to be less likely to gamble, all else equal, as the probability that D is blue goes down. The important thing is the “all else equal” part. When phi-hat is 0.099, C risks war even if phi is 0.10, which would literally mean that C is willing to risk war by issuing the larger ultimatum even if they think there's only a 10% chance that they'll get away with it. But if phi-hat is 0.901, then C would not be willing to issue the larger ultimatum even if they thought there was a 90% chance they could get away with it. The point here is that you can't just focus on how likely it is that C's gamble will pay off. That matters. Of course it does. But it's just one part of the story. We really need to think about the material incentives to gamble, which are determined by how much better than the sure thing the best outcome is, which you can think of as the relative upside to gambling, and how much worse than the sure thing the worst outcome is, which you can think of as the relative downside to gambling. 

And that's basically what phi-hat does. When the difference between x-underline (the sure thing) and x-overline (the best achievable outcome) increases, phi-hat goes down, justifying gambling under a wider range of values for phi. And the difference between x-overline and x-underline is just the difference between w-overline and w-underline, as you can easily verify by flipping back a few slides. As for the difference between x-underline (the sure thing) and the war payoff (the worst outcome), that increases when the loss of utility associated with incurring the costs of war increases. For either side. That may surprise you, because I basically just said that C is more likely to play things safe the more sure they are that D really doesn't want to fight. But if that surprises you, it's probably because you're thinking about how D's willingness to bear the costs of war influences their willingness to accept or reject any given ultimatum but not thinking about the fact that C's going to factor that into the demand they make. In other words, when I say that C is more likely to play it safe as war becomes less attractive to D, I'm not saying that D somehow profits from c-D being large. They don't. What I'm saying is that x-underline increases, at precisely the same rate as x-overline, as c-D increases. But C's war payoff doesn't move. And if both the sure thing and the best outcome  increase, but the worst outcome remains the same, the net effect is for gambling to become less attractive. In other words, when D is desperate to avoid the costs of war, C finds gambling unattractive because they can get most of what they want even without taking a risk. It's only when the upside to gambling is large, and the downside small, that C gambles. 
That means the probability of war is greatest when there's a large difference between the two w's, and when neither side finds the costs of war to be too terrible (even though no one ever enjoys paying them.)

So one way to get more concrete predictions from the model is to ask when the difference between the two w's is going to be large and when it's going to be small. That's basically asking when the challenger is going to face real uncertainty over the outcome of the war. By assumption, they're always uncertain about the defender's martial effectiveness. But that doesn't always mean they're uncertain about how the war will unfold. Because, in the extreme, if the defender's only got one guy in the whole army, it doesn't matter how brave he is. The challenger's going to be able to impose their most preferred outcome on the defender. At the other end, if the challenger is at an extreme disadvantage in terms of personnel and equipment and all of the observable stuff, they don't need to know how effectively the defender makes use of their enormous army. They're still not going to accomplish anything by fighting a war. It's only when the two are pretty evenly matched that the challenger's uncertainty over the defender's martial effectiveness really matters. Because in those cases, martial effectiveness basically acts as a tie-breaker.
The next slide illustrates this point graphically. Here, I've set m-C equal to 15, e-C equal to 2, e-D-underline equal to 1, and e-D-overline equal to 4. The horizontal axis varies the size of m-D. And I've graphed the two w's (in blue for w-overline and red for w-underline) as well as the difference between them (in black). As you can see, the black line peaks right around 15 – when the defender and the challenger have equal military capabilities. If either one is much stronger than the other, the challenger is less uncertain about the outcome of the war. (Of course, you'll note that both the red and blue lines are strictly decreasing as m-D increases. The stronger the defender is, the less the challenger expects to win from them in war – regardless of type. But they don't decrease at the same rate. That's why the black line is shaped the way it is.)
Incidentally, “parity” is just a fancy word for equality. It gets used a lot by scholars of international relations, so you should be aware of that, but it doesn't have any deeper meaning than that. If two states have the same amount of military capabilities, they are in a state of military parity. What the model is telling us, then, is that parity promotes war. Because it exacerbates uncertainty, and thereby gives the challenger more of an incentive to gamble.

Before we move on, I should just note that there's no reason to assume that martial effectiveness is the only source of uncertainty in international relations. It's an important one, and that's why I chose to focus on it, but some of the examples we're about to discuss involve wars occurring (in part) because of uncertainty, but not necessarily this type of uncertainty. That doesn't mean these examples contradict the overall argument I'm trying to make. I just didn't think it was worth taking you through two or three different versions of the model in order to be able to say that every one of these examples fits theoretical expectations equally well. 

Okay, turn to the sixth slide, and let's talk about those examples.

First, in August of 1941, Adolf Hitler told one of his top advisers, “If I’d known that Russia had so many tanks, I would not have started this campaign.” Now, he was speaking specifically about Russia, not Poland or Czechoslovakia, but I think this is still really striking. A lot of people say that Hitler was a “warmonger”, by which they seem to mean that, at a deep and fundamental level, he found war so intrinsically appealing that he couldn't have been persuaded to avoid it. But by his own admission, he took a gamble that didn't pay off, just as the model describes. Again, he's only talking about the Eastern front of the war, but you'd be hard pressed to say that his personality changed in a fundamental way between 1939 and 1941. If the decision to invade Russia was a gamble that ultimately didn't pay off, how could the war overall have been the act of someone who always, always prefers aggression, no matter what? That'd be a strange story to tell.
I don't bring this up because I'm some sort of Nazi apologist. I hope I don't find a story about me in the student newspaper next week. For the record, I have no quibbles whatsoever with the widely held view that Hitler was one of the most evil people of the twentieth century. I absolutely deplore the preferences he held and the actions he took to achieve them. I am not, not, not, defending any aspect of his moral character. All I'm saying is that those of us who wish to understand why wars occur, rather than view history first and foremost as a morality play, are best served by starting from the assumption that war is a means to an end and then asking ourselves why it might be chosen over some more efficient means to the same end. I've now given you two answers: one concerns commitment problems and one information problems. If this way of thinking was useful, we'd expect to see war occurring more often when structural conditions exacerbate commitment and information problems. We saw in the previous lecture that that's more or less true, as best as we can determine using the imperfect method of statistical analysis, when it comes to commitment problems. I'm now in the process of convincing you that it's true for information problems as well. It'd be nice to also see some evidence that those who make the decision to go to war understand that they face such problems and knowingly, deliberately respond to them the way our theoretical models would predict. We talked about how that was true of Lincoln after the Southern states seceded, in terms of commitment problems induced by the anticipation of a future shift in power, and we're now talking about how that's been true in a number of instances historically in terms of information problems. In other words, I'm not saying the world should have offered Hitler greater concessions, or that he was a really great guy. I'm saying that even when we look at the behavior of a man most people see as the quintessential warmonger, we find evidence that he would have chosen a less violent path if he hadn't faced the very problem this lecture focuses on.
The next example is also completely uncontroversial and won't rub any of you the wrong way at all.
In the late 1800s, Jews from around the world, but particularly Europe, started moving to what is today Israel and was then part of the Ottoman empire. They did so to partly to escape persecution and partly to fulfill what many of them saw as a religious imperative. So a bunch of (mostly European) Jews bought up a ton of land that was owned by Arabs. Incidentally, the seeds of today's Israeli-Palestinian conflict were sown right there. Property rights were not well established in the Ottoman empire, and those who owned the land mostly didn't work it. A lot of them lived in Damascus or Beirut. They'd arranged to let other, poorer, Arabs work the land for them. They also, in many cases, told those people that they were the real owners, and that no one would ever ask them to leave, so long as they kicked back some of the earnings. But when Jews came along and offered these wealthy Arabs money for their land, they sold it, and the poorer Arabs who actually lived on and worked the land were just thrown under the bus. You can probably see how that might cause a problem. The point is, Jews and Arabs were now living side by side, and while there was definitely tension between them, particularly since the latter had often been tossed off land that they thought was theirs, there's no real bloodshed yet at this point. Things continue that way for a few decades, then World War I comes along, and the Ottoman empire crumbles. The United Kingdom then takes a lot of its territory, including the land in question, and it becomes known as British Mandate Palestine. In proper British fashion, representatives of Her Majesty's government then promise the Jews that one day they'll have their own state that will stretch from the Jordan river to the Mediterranean, while other members of Her Majesty's government promise the Arabs the same thing. Of course, it's kinda hard to have two states, populated by two different sets of people, occupy the exact same territory at the same time. But even so, there's no fighting yet. World War II comes along, and now the British empire crumbles, and the UK says to the US, if not in these exact words, “Itt appears we've rather made a mess of things. But you're the top dog now, so perhaps you should go and sort it, yeah? Right, then. Best of luck.” And the US said, “Um, wow, I'm not touching that with a ten foot pole. Hey, United Nations, we created you for pretty much just this reason. How about it?” And the UN said, “Well, we're pretty good at drawing up documents. So I guess we'll produce one. Whaddaya say? Is everyone willing to abide by the terms we've laid out?” And shockingly, no, they weren't. I'm being a bit flip to try to keep you somewhat entertained – yes, I know that I've skipped some really important things and taken liberties with those that did occur; you don't need to email me to tell me that – but that's more or less the backdrop to the First Arab-Israeli War. You had two groups living in the same territory, both wanting control of all of it, and both having been led to believe that they'd get precisely that, when the UN drew up a partition plan that would create two states: one Jewish and one Arab. The former would take up roughly 56% of the territory, and would contain a substantial Arab minority living under the rule of a Jewish majority. The latter would possess about 43% of the territory. (The remaining 1%? Jerusalem, which would belong to neither state but would be linked to both by extraterritorial crossroads.) This division did not reflect demographic realities or patterns of land ownership and was seen as biased towards the Jewish population, who only legally owned 7% of the land and were a minority of the population. Needless to say, many Arabs objected to the plan. And it's at this point that Azzam Pasha, the head of the Arab League, told Abba Eban, the head of the Jewish League, that the two groups were “cousins” and that they had a long, shared history. (And he was right. The Jews and the ancestors of those we'd today call Palestinians often fought together against outside empires, including the Babylonian and Assyrian empires. So if you're one of those people who say “those people over there have been fighting each other for thousands of years”, I'm sorry, you're wrong. There's no other way to say it. That's just flat out not true.) What Pasha also told Eban, though, was that the UN Partition Plan allocated too much territory to the Jews, and that while he wasn't sure the Arabs would win, he felt they had to try. Does that sound like a story about irreconcilable differences or an intractable religious conflict to you? Because it doesn't to me. It sounds like they were bargaining over territory in the face of uncertainty over the likely outcome of war. 
Sure, the only reason anyone felt the need to divide up the territory was because the two groups practiced different religions and belonged to different cultures and spoke different languages. No one's denying that. But groups who practice different religions, belong to different cultures, and speak different languages resolve their disagreements peacefully all the time.  We'll talk more about that in a future lecture. The point for now is that you can't explain the First Arab-Israeli War, or the broader Arab-Israeli conflict, just by pointing to religion, as though the mere fact that people practise different faiths guarantees that blood will be shed. Because it doesn't. You have to deal with the fact that Pasha called the Jews cousins, and explicitly made reference to uncertainty over the likely outcome of the war. You also need to find some way of explaining why Egypt and Israel fought five wars between 1948 and 1973, but have remained at peace – despite their religious differences, which everyone remains very much aware of – ever since then. 
I'm not saying religion doesn't matter. It does. I'm saying we need to go further, and talk about things like commitment problems and information problems, and whether those who face information problems have much of a material incentive to risk war or not, if we're going to say anything useful about when wars occur. In 1948, they did, because the two sides were relatively evenly matched, making it hard for the Arab states to know whether the share of the territory that had been forced on them was worse than the one they could achieve through war or not, meaning there was a big upside to gambling. From 1974 onward, they didn't, because the US effectively increased the cost of war (which influences the downside to gambling) by beginning a policy of offering huge amounts of foreign aid to Israel and Egypt under the condition that they don't go to war with one another. Granted, the US probably wouldn't cut off aid to Israel even if there was a war, but I think it's safe to say they would cut off aid to Egypt. And some of Egypt's leaders have made it clear that the only reason they've been willing to abide by the 1979 treaty is because of that aid.  
At this point, you've probably got a pretty clear idea of what I'm trying to argue. Whether you're persuaded or not may be another matter, but I think you get the point. But I'll – briefly – take you through two more examples anyway.
In 1950, Secretary of State Dean Acheson gave a speech that laid out a “defense perimeter”, identifying a set of countries the US considered vital to its interests. South Korea did not lie inside this perimeter. One could reasonably infer then that the US was not willing to fight a war over South Korea. It so happens that North Korea's Kim Il Sung had been begging the Soviet Union to let them unite the peninsula, by force if necessary, since 1945. But Stalin kept refusing to do so, out of fear that the United States would intervene. After Acheson gives his speech, though, Stalin finally gives Kim the green light. Now, perhaps he would have anyway. It's hard to know for sure. But the timing sure is curious. It looks like there was a big shift in phi, and after that occurred, the challenger took a risk it hadn't taken previously. That gamble didn't pay off, but the model doesn't claim they always will. 
Similarly, it seems that part of why Saddam Hussein decided to invade Kuwait in 1990 was because of a mistaken – but not unreasonable – belief that the US wouldn't get involved. (The reason he was interested in doing so, is a different story. That has to do with the debt he accrued in the Iran-Iraq War, much of which was owed to Kuwait, and Iraq's inability to repay it.) Why did he think the US wouldn't get involved? Well, probably at least in part because the US Ambassador to Iraq, April Glaspie, told Hussein, “We have no opinion on your Arab-Arab conflicts, such as your dispute with Kuwait. Secretary Baker has directed me to emphasize the instruction, first given to Iraq in the 1960s, that the Kuwait issue is not associated with America.” When the US later changed its position, publicly threatening war if Iraq's forces didn't withdraw from Kuwait, Hussein thought the US was bluffing. In an interview with the German newspaper Der Spiegel, he said, speaking to the US, “Yours is not a country that can stand ten thousand dead in a single battle.” That is, he didn't think he could win against the US, but he questioned whether the US was willing to fight rather than allow him to get away with the land grab he'd executed. And it wasn't crazy for him to doubt that. President Bush told the Joint Chiefs of Staff that if they couldn't convince him the US would suffer fewer than ten thousand fatalities in the war, he wouldn't authorize the use of force. He was very concerned about being held electorally accountable for the war. Of course, he lost the 1992 election anyway, despite the overwhelming US victory in the Persian Gulf War, largely because of the state of the economy, but the point is, it's not hard to see why Hussein thought his gamble might pay off. He too has been called a warmonger, and Bush frequently likened him to Hitler, but it seems pretty clear to me that Iraq invaded Kuwait in 1990 not because its leader was in love with war for its own sake, but because they were in a terrible position economically and Hussein thought he saw an opportunity to make that problem go away. He knew there was a chance his gamble wouldn't pay off, but the stakes were high and the odds seemed to be pretty good, so he went for it. That didn't work out for him, but his behavior is quite consistent with the general argument I've laid out in this lecture.
Okay, those are some historical examples that I hope help you see what I mean about war being the result of a gamble that doesn't pay off, and why I don't think we can conclude that those gambles are blunders. I included them because I know many of you are unlikely to be persuaded by an argument if you don't see any concrete examples of it in action. But, as I've said before, the better way to evaluate these sorts of arguments is to see if the patterns they anticipate hold more broadly. For that reason, I'm now going to discuss some statistical analysis I've performed, using the same data set as I used for the analysis presented in the previous lecture.

On the seventh slide, you see a description of that data. The observations are the same as before, and so is the dependent variable. But I'm using different independent variables this time. Now, I've got a measure of parity – which, again, is just a fancy word for equality – and one of the total costs. These are, admittedly, crude measures. The cost terms in the  theoretical model refer to the amount of utility the actors feel as though they would lose, measured as how much farther away from their most preferred outcome they'll feel as though they are as a result of incurring the costs of war. That depends on a lot of things, many of which are hard to measure. And though I think the m scores I discussed previously are useful, I don't claim they're a perfect measure of military capabilities. But I think these measures will generally take on larger values when they ought to take on larger values, and smaller ones when they ought to take on smaller ones. So if we find that wars occur more often when this measure of parity takes on larger values, and less often when this measure of total costs takes on a larger values, that would indicate that the theoretical model gives us some insight into when and why wars occur. 

The measure of parity is simply the weaker state's share of total dyadic capabilities. That ranges from 0, when the stronger state has all the military capabilities in the dyad, to 0.5, when they're evenly matched. 

I should note here, that this is the exact reverse of what I called Milcap Share in the previous lecture, which at that time we were expecting to find to be positively associated with war, but did not. I told you then that it actually wasn't surprising that we didn't find it to be. If we lived in a world without uncertainty, and all that mattered was whether a rapid shift in power was looming, we'd expect to see war occur more often when the stronger state had a lot to lose by passing up an opportunity to knock their opponent down. But we don't live in such a world. And the model we used to analyze the effect of uncertainty tells us that war occurs more often when the two sides are evenly matched, because that exacerbates the information problem stemming from C's uncertainty over D's martial effectiveness.

In terms of total costs, I'm assuming that wars are more devastating, both in terms of the actual damage done and the costs this inflicts upon the societies, as the level of economic development of each side increases. That's because more developed states are likely to have developed, and/or purchased, more high-tech military equipment. Moreover, the opportunity cost of spending money on war that could have been spent on something else is greater for highly developed states than less developed ones. And as we discussed earlier in the module, when we were talking about trade, energy consumption per capita is a decent indicator of how developed an economy is. Since we've got data on that going back farther than we do actual measures of economic development, my total costs measure includes the energy consumption per capita of each country. It also reflects the extent to which the two sides have equal levels of energy consumption, because that's going to influence the type of war they fight. When you've got two armies both equipped with state of the art weaponry squaring off against one another, you tend to get really devastating “industrial” wars, like World War II or the Korean War after China's entry. When you've got one highly developed state fighting against a poor, undeveloped state, you tend to get wars of counterinsurgency, like the recent wars in Afghanistan and Iraq. Those wars have had a real impact on the US economy, but that's mostly because of how long they lasted, and how far away those countries are. Generally speaking, wars of counterinsurgency are lower in intensity and lower in cost than conventional wars. The wars in Iraq and Afghanistan have not been nearly as deadly as the world wars or even the Korean War, nor have they cost as much in financial terms. Finally, I also take into account the distance between the two countries. So this measure is going to tell us that a war between A and B would be very costly if A and B are both very highly developed and also happen to be far away, as was true of the US and Japan in World War II. On the other hand, it'll tell us that war wouldn't be as costly, in relative terms, if one state is moderately developed, the other very poor, and the two are close together. A good example of that would be India and Pakistan in 1999, when they fought (yet another) war over Kashmir.

Okay, on to the results. As you can see from the table, there is a positive (and statistically significant) association between our crude measure of parity and war, and a negative (and statistically significant) association between our crude measure of the total costs of a potential war and the actual occurrence thereof. This can be interpreted as indicating that when the upside to gambling is big, and the downside small, war is more likely to occur. Exactly as the theoretical model predicted.

The effects of the two variables, incidentally, are pretty substantial. If Total Costs takes on its mean value, increasing Parity from 0 to 0.5 roughly quadruples the probability of war. Now, that increase is from a very, very small number to a very small number, because as I've said many times now, war is quite rare. (Thankfully.) But it seems to matter quite a bit whether the two sides have equal military capabilities. The statistical model can't tell us why that is, but that's certainly consistent with the expectations of the theoretical model. 
Similarly, if we hold Parity constant at its mean value and increase Total Costs from its minimum to maximum value, the predicted probability of war increases by a factor so large I'm not even going to say it. It involves many, many zeroes. I'm not confident enough in the precision of the estimates to read too much into that, but let's just say that the statistical model I used to evaluate the implications of the theoretical model discussed earlier in the lecture does a pretty good job of explaining why some pairs of states are more likely to go to war than others. 
It also provides an explanation for why interstate war has become less common in the past few decades. The average value for this total cost variable, crude as it is, increased gradually from 1816 to 1913, then a bit more rapidly from 1946 to 1970, and then very dramatically from 1970 onwards. 
The model is nowhere near accurate enough to predict with any sort of confidence whether any given pair of states will go to war in any given year or not. It's always going to say no. And while that will almost always be right, obviously sometimes it'll be wrong. I wish I could tell you that I can predict wars before they occur. That would be awesome. I can't do that, though. I can, however, claim to have uncovered evidence of patterns that match the ones anticipated by my theoretical model. I can tell you why states might fail to negotiate, even though it's generally in their interest to do so, and point to evidence that wars have in fact occurred more often when conditions were such that the problems I've identified would be most severe. I hope you'll agree, that ain't nothin'.
